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Problem space

● Gesture, action, activity

● Classification, detection, online recognition

● RGB, depth, skeleton



Gesture, Action, Activity

• Hand gesture

– Short, single person, focused on hands

• American Sign Language

• Action

– Short, single person, involving the body

• Throw, catch, clap

• Activity

– Longer, one or multiple people

• Reading a book, making a phone call, eating

• Talking to each other, hugging, playing basketball



Classification, Detection, Online Recognition

• Classification
– Given a pre-segmented clip, predict its action class label



Classification, Detection, Online Recognition

• Detection
– Multiple actions may occur simultaneously in different locations and/or at different times

Where

When

What



Classification, Detection, Online Recognition

• Online recognition
– No future frames available

– Recognizing when an action starts/ends

• Action prediction
– prediction with partial observation
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• Datasets
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• Skeleton-based approaches
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Datasets - RGB
Dataset​ Classes​ Examples​ Duration​ State-of-art(Acc)​

UCF101 101​ 13320​ 2~16 s​ 98%​

HMDB51 51​ 6849​ 1~10s​ 82.1%​

Kinetics 400/600​ 500K​ ~10s​ ~79%​

sports1M 487​ 1133158​ >5min​ ~73.3%​

charades 157​ ~8k train;~1.8k validation ; 

~2ktest​

~39.5%​

Moments in Time​ 339​ ~1million​ ~3s​

YouTube-8M​ 4800​ 8million​ 120-500s​



Datasets - RGBD



Outline

• Problem space

• Datasets

– RGB

– RGB-D

• Skeleton-based approaches

• Video based approaches

– CNN features



Action Recognition

● Feature representation

● Classifier

● Spatial-temporal modeling



Feature Representation

● Hand-crafted Feature: HOG, HOF, dense Trajectory

● Skeleton

○ Skeleton Joints: ST-NBNN, ST-GCN, …

○ Skeleton Heatmaps

● Two Stream: RGB + Optical flow

● 3D (spatial-temporal space) convolution



ST-NBNN

● Motivation
● Non-parametric model like NBNN has not been well explored in this field

○ NBNN has been successful applied in image recognition

● Recognition of a certain action only related to movement of a subset of joints 
(spatial)and to a few certain frames (temporal)

Spatio-Temporal Naive-Bayes Nearest-Neighbor (ST-NBNN) for Skeleton-Based Action Recognition,Junwu Weng Chaoqun Weng Junsong Yuan, CVPR2017



ST-NBNN

● Representation

Spatio-Temporal Naive-Bayes Nearest-Neighbor (ST-NBNN) for Skeleton-Based Action Recognition,Junwu Weng Chaoqun Weng Junsong Yuan, CVPR2017



ST-NBNN

● Method

Spatio-Temporal Naive-Bayes Nearest-Neighbor (ST-NBNN) for Skeleton-Based Action Recognition,Junwu Weng Chaoqun Weng Junsong Yuan, CVPR2017



ST-NBNN

● Experiments

Spatio-Temporal Naive-Bayes Nearest-Neighbor (ST-NBNN) for Skeleton-Based Action Recognition,Junwu Weng Chaoqun Weng Junsong Yuan, CVPR2017



Summary for ST-NBNN

● Feature Representation

○ Joint position & Velocity

● Classifier

○ NBNN

● Spatial-temporal modeling

○ Spatial / temporal weights



Deformable Pose Traversal Convolution

● Motivation
○ More discriminative feature representation

○ Pose information exchange

○ Temporal modeling

Deformable Pose Traversal Convolution for 3D Action and Gesture Recognition, Junwu Weng, Mengyuan Liu, Xudong Jiang, Junsong Yuan, ECCV2018



Deformable Pose Traversal Convolution

● Pose Traversal to transfer graph into vector

Deformable Pose Traversal Convolution for 3D Action and Gesture Recognition, Junwu Weng, Mengyuan Liu, Xudong Jiang, Junsong Yuan, ECCV2018



Deformable Pose Traversal Convolution

● Regular sampling

● Deformable sampling

Deformable Pose Traversal Convolution for 3D Action and Gesture Recognition, Junwu Weng, Mengyuan Liu, Xudong Jiang, Junsong Yuan, ECCV2018



Deformable Pose Traversal Convolution

● Method

Deformable Pose Traversal Convolution for 3D Action and Gesture Recognition, Junwu Weng, Mengyuan Liu, Xudong Jiang, Junsong Yuan, ECCV2018



Deformable Pose Traversal Convolution

● Experiment

Deformable Pose Traversal Convolution for 3D Action and Gesture Recognition, Junwu Weng, Mengyuan Liu, Xudong Jiang, Junsong Yuan, ECCV2018



Summary

● Feature Representation

○ Joint position & Velocity + deformable pose traversal convolution

● Classifier

○ LSTM

● Spatial-temporal modeling

○ Spatial: deformable pose traversal convolution

○ Temporal: LSTM



ST-GCN

● Motivation
● Encode the spatial and temporal structure of joints 

Spatial Temporal Graph Convolutional Networks for Skeleton-Based Action Recognition,  Sijie Yan and Yuanjun Xiong and Dahua Lin, AAAI 2018



ST-GCN

● Spatial Graph Convolutional Neural Network​

Spatial Temporal Graph Convolutional Networks for Skeleton-Based Action Recognition,  Sijie Yan and Yuanjun Xiong and Dahua Lin, AAAI 2018



ST-GCN

● Experiments

Spatial Temporal Graph Convolutional Networks for Skeleton-Based Action Recognition,  Sijie Yan and Yuanjun Xiong and Dahua Lin, AAAI 2018



ST-GCN

● Extensions

● 2s-AGCN
● Predefined Graph structure
● Graph structure fixed for all layers and shared for all the classes

● AGC-LSTM
● capture discriminative features in spatial configuration and 

temporal dynamics, but also explore the co-occurrence 
relationship between spatial and temporal domains

Spatial Temporal Graph Convolutional Networks for Skeleton-Based Action Recognition,  Sijie Yan and Yuanjun Xiong and Dahua Lin, AAAI 2018

Two-Stream Adaptive Graph Convolutional Networks for Skeleton-Based Action Recognition, Lei Shi, Yifan Zhang, Jian Cheng, Hanqing Lu, CVPR2019

An Attention Enhanced Graph Convolutional LSTM Network for Skeleton-Based Action Recognition, Chenyang Si, Wentao Chen, Wei Wang,Liang Wang, Tieniu Tan, CVPR2019



Summary for ST-GCN

● Feature Representation

○ 2D/3D Joint position

● Classifier

○ GCN

● Spatial-temporal modeling

○ Spatial-temporal Adjacency matrix



Pose Estimation Maps

● Motivation
○ Estimate 2d poses from RGB frames are usually noisy due to partial occlusions and self-

similarities.
○ Pose estimation map provides global body shape, which can be used to correct noisy 

pose joints.

Recognizing Human Actions as the Evolution of Pose Estimation Maps, Mengyuan Liu, Junsong Yuan, CVPR2018



Pipeline and Contributions

1. We design compact signatures for evolution of poses and evolution of pose estimation maps
2. We test the performance of action recognition using sole estimated 2d poses

3. We fuse both cues and achieve compatable performances with 3d poses (from Kinect) 

Extracting joint estimation maps 
with Convolutional Pose Machines

Description of evolution of poses
& evolution of pose estimation maps

Two Stream Fusion
(Pre-trained VGG19)

Recognizing Human Actions as the Evolution of Pose Estimation Maps, Mengyuan Liu, Junsong Yuan, CVPR2018



Evaluation on NTU RGB+D dataset
Largest dataset for 3D pose-based recognition task

Data Method Type Year Cross 
Subject

Cross View

estimated 3d pose 
using Kinect sensor 

(from depth)

Super Normal Vector [50] Hand-crafted 2014 31.82% 13.61%

Deep RNN [35] RNN 2016 59.29% 64.09%

GCA-LSTM [26] Improved RNN 2017 74.40% 82.80%

Clips + CNN + MTLN [20] CNN 2017 79.57% 84.83%

estimated 2d pose (from rgb) S-P CNN 2018 72.96% 77.21%

pose estimation map (from rgb) S-PEM CNN 2018 72.75% 78.35%

2d pose + pose estimation map Two Stream CNN 2018 78.80% 84.21%

[50]  X. Yang and Y. Tian. Super normal vector for activity recognition using depth sequences. CVPR, 2014.

[35]  A. Shahroudy, J. Liu, T.-T. Ng, and G. Wang. NTU RGB+D: A large scale dataset for 3D human activity analysis. CVPR, 2016.

[26]  J. Liu, G. Wang, P. Hu, L.-Y. Duan, and A. C. Kot. Global context-aware attention LSTM networks for 3D action recognition. CVPR, 2017. 

[20]  Q. Ke, M. Bennamoun, S. An, F. Sohel, and F. Boussaid. A new representation of skeleton sequences for 3D action recognition. CVPR, 2017.

56880 Videos; 60 actions; performed by 40 subjects; recorded from various 
views 

Cross Subject: 40320 videos for training; 16560 videos for testing
Cross View: 37920 videos for training; 18960 videos for testing

Sole 2d pose works! 
But not good ~Pose estimation 

map works! But also 
not good ~They benefit each 

other!

State-of-the-art method 
based on RNN

State-of-the-art method 
based on CNN

Compatabl
e



Summary

● Feature Representation

○ Joint Position + Heatmaps
● Classifier

○ Two-steam CNN
● Spatial-temporal modeling

○ Temporal evolution



Outline

• Problem space

• Datasets

– RGB

– RGB-D

• Skeleton-based approaches

• Video based approaches



TSN

● Motivation
○ discover the principles to design effective ConvNet architectures for action recognition

Temporal Segment Networks: Towards Good Practices for Deep Action Recognition, Limin Wang, Yuanjun Xiong, Zhe Wang, Yu Qiao, Dahua Lin, Xiaoou Tang, Luc Van Gool, ECCV2016



TSN

● Multiple-modalities
○ RGB images​
○ Stacked optical flow
○ Warped optical flow

Temporal Segment Networks: Towards Good Practices for Deep Action Recognition, Limin Wang, Yuanjun Xiong, Zhe Wang, Yu Qiao, Dahua Lin, Xiaoou Tang, Luc Van Gool, ECCV2016



TSN

● Experiments

Temporal Segment Networks: Towards Good Practices for Deep Action Recognition, Limin Wang, Yuanjun Xiong, Zhe Wang, Yu Qiao, Dahua Lin, Xiaoou Tang, Luc Van Gool, ECCV2016



Summary for TSN

● Feature Representation

○ RGB, optical flow, …

● Classifier

○ CNN

● Spatial-temporal modeling

○ Weak



C3D

● Motivation
○ Is 3D convolution more suitable for action recognition?

Learning Spatiotemporal Features with 3D Convolutional Networks,  Du Tran, Lubomir Bourdev, Rob Fergus, Lorenzo Torresani, Manohar Paluri, ICCV2015



C3D

● Method

Learning Spatiotemporal Features with 3D Convolutional Networks,  Du Tran, Lubomir Bourdev, Rob Fergus, Lorenzo Torresani, Manohar Paluri, ICCV2015



C3D

● Experiments

Learning Spatiotemporal Features with 3D Convolutional Networks,  Du Tran, Lubomir Bourdev, Rob Fergus, Lorenzo Torresani, Manohar Paluri, ICCV2015



P3D

● Motivation
○ Expensive computational cost and memory demand for C3D

Learning Spatio-Temporal Representation with Pseudo-3D Residual Networks, Zhaofan Qiu,, Ting Yao,, and Tao Mei, ICCV2017



P3D

● Method

Learning Spatio-Temporal Representation with Pseudo-3D Residual Networks, Zhaofan Qiu,, Ting Yao,, and Tao Mei, ICCV2017



P3D

● Experiments

Learning Spatio-Temporal Representation with Pseudo-3D Residual Networks, Zhaofan Qiu,, Ting Yao,, and Tao Mei, ICCV2017



I3D

● Motivation
○ Efficient spatial-temporal representation

Quo Vadis, Action Recognition? A New Model and the Kinetics Dataset,  Joao Carreira, Andrew Zisserman, CVPR2017



I3D

● Method

Quo Vadis, Action Recognition? A New Model and the Kinetics Dataset,  Joao Carreira, Andrew Zisserman, CVPR2017



I3D

● Experiments

Quo Vadis, Action Recognition? A New Model and the Kinetics Dataset,  Joao Carreira, Andrew Zisserman, CVPR2017



Summary

● Feature Representation

○ RGB video frames

● Classifier

○ 3D convolution

● Spatial-temporal modeling

○ 3D convolution



SlowFast

● Motivation
○ Combine spatial semantics and  motion at fine temporal resolution

SlowFast Networks for Video Recognition, Christoph Feichtenhofer Haoqi Fan Jitendra Malik Kaiming He, ICCV 2019



SlowFast

● Method

SlowFast Networks for Video Recognition, Christoph Feichtenhofer Haoqi Fan Jitendra Malik Kaiming He, ICCV 2019



SlowFast

● Experiments

SlowFast Networks for Video Recognition, Christoph Feichtenhofer Haoqi Fan Jitendra Malik Kaiming He, ICCV 2019



SlowFast

● Experiments

SlowFast Networks for Video Recognition, Christoph Feichtenhofer Haoqi Fan Jitendra Malik Kaiming He, ICCV 2019



Summary for SlowFast

● Feature Representation

○ RGB Frames with two path (slow & fast)

● Classifier

○ 3D convolution

● Spatial-temporal modeling

○ 3D convolution



Human Centric Spatio-Temporal Action Localization

● Motivation
○ Combine spatial & temporal information 

Human Centric Spatio-Temporal Action Localization, Jiang etc, http://www.skicyyu.org/AVA/AVA_report.pdf



Human Centric Spatio-Temporal Action Localization

● Motivation
○ Combine spatial & temporal information 

Human Centric Spatio-Temporal Action Localization, Jiang etc, http://www.skicyyu.org/AVA/AVA_report.pdf



Human Centric Spatio-Temporal Action Localization

● Method

Human Centric Spatio-Temporal Action Localization, Jiang etc, http://www.skicyyu.org/AVA/AVA_report.pdf



Human Centric Spatio-Temporal Action Localization

● Experiments

Human Centric Spatio-Temporal Action Localization, Jiang etc, http://www.skicyyu.org/AVA/AVA_report.pdf



Conclusion

● Feature Representation is important for Action Recognition

○ Skeleton

■ Pros: Simple and efficient to compute, good results

■ Cons: skeleton itself may not be accurate

○ Two-Steam

■ Pros: easy to deploy

■ Cons: spatial and temporal are decoupled

○ 3D Convolution

■ Pros: promising results to model both spatial and temporal info

■ Cons: data hungray


