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Abstract—This paper describes our solution for the spatio-
temporal action localization of ActivityNet AVA challenge. Our
system is consisted of three components: a human detector, an
action classification module and an actor-target relation network.
We first apply a region proposal network (RPN) to detect human
in the videos, since AVA mainly contains human-centric action
categories. Then we conduct the action classification by adopting
the ROI pooling operation on the human regions. In order to
capture the human-object relationships, we further design an
actor-target relation network, which is achieved with a non-local
operation between the ROI and its surrounding regions. We
finally obtains 25.63% and 25.75% in terms of mean average
precision (mAP) on the validation set of the two tracks, and
21.075% and 20.99% on the testing set.

I. INTRODUCTION

Spatial-temporal action recognition and localization has
received significant research attention in the computer vision
communities [3], [28], [30], [31] due to its enormous appli-
cations such as public security, event recognition and video
retrieval. There are some publicly available datasets such as
UCF-Sports [16], J-HMDB [6] and UCF101 [21], [8], which
have made great contribution to improve the performance
for the task of action recognition and detection. Based on
these benchmarks, there are a few promising deep model
based methods, including TS (two streams) framework [18],
C3D [22], TSN [25], p3d [14] and Artnet [23] for action
recognition. These methods mainly try to extract different
vision cues, such as short video clips [14], [22], [23], motion
information [18] and long-range video clips [25]. Meanwhile,
recent object detection methods, such as faster-RCNN [15],
light head RCNN [9] and megdet [12], also make significant
process for the general object detection.

Recently, some detection methods such as ACT [7], online
method [20], multi-region faster-RCNN [13], achieve impres-
sive results on the public datasets in the detection frameworks.
In this challenge, the AVA dataset [4] is more challenging and
we aim to apply different clues to extract video representation.
In this report, we mainly adopt three modalities, including
appearance, motion and audio information. Noting that, the
audio feature is only applied in the full track. To conduct
action detection, we design our method in the Faster-RCNN
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Fig. 1. The designed framework in our method. We split the spatio-temporal
action localization into two subtasks, including human detection and action
classification. Given the detections, we mainly focus on extracting multi
vision cues, such as appearance information, motion information, and acoustic
features. By applying ROI pooling, we can integrate the results from different
models.

[15] framework. To better fit the framework on the action
localization, we propose to apply a good pretrained human
detectors as the RPN module, shown in Fig. I. Following the
RPN, we train the action classification network in an end-
to-end manner. Moreover, we design an actor-target relation
(ATR) network to extract correlation between the actors and
the corresponding targets. For this purpose, we conduct non-
local operation between the ROI and its surrounding regions.
The applied base models mainly focus on short- or long-term
input clips, including i3d [1] with non-local module [26], C3D
[22], and TSN [25].

For the RPN module, we apply FPN model [10] because of
its high recall and precision. Given the proposal regions, we
apply ROI pooling [15] to extract features and classify each
proposals. After that, a posterior fusion strategy is used to give
the final predictions of action categories of every correspond-
ing target. Attributed to the structure of the designed model,
we obtain about 10% gain than the baseline method [4]. We
show the overview in the Fig. I.

The remaining sections are organized as follows. Section
II presents the details of our method. In section IV, we
also present some experimental results. Finally, this report
concludes in section V.
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Fig. 2. The overview of our method. First, we explore different vision cues, which are respectively fed into RPN and feature extractors. Then we apply ROI
pooling operation based on the proposal regions and the corresponding feature maps. After that, we explore different integration strategies on the applied
models. Finally, we calculate the location results by considering the classification results and proposal regions.

II. THE PROPOSED METHOD

In this section, we first introduce the utilized multiple clues.
Then we present the framework of action localization and
classification in both tasks of AVA challenges.

III.

A. Multi clues

Action localization is a complex task and is very challeng-
ing. We explore several modalities for this task, including
short-term clips, long-range temporal structure, motion infor-
mation and acoustic features.

Short-term clips. Inspired by most 3D CNNs, such as C3D
[22], P3D [14] and I3D [1], we apply several continuous clips
as input to extract short-term video representation. As shown
in the benchmark [4], long clip and large input size is helpful
to improve the performance. Therefore, we explore the applied
inputs with different length and size to better understand their
influence to the final action classification results.

In the AVA dataset [4], the action instances are sparsely
annotated per second. Therefore, we extract one clip in a short
time interval to predict the target actions. In our method, we
apply the I3D Resnet [26], and P3D [14] to conduct the video
representation. All the models are pretrained in Kinetics [8]
in advance.

Long-range sampling. TSN [25] is proved to be a powerful
method of long-range temporal structure modeling. Similar
to TSN [25], we apply uniform sampling strategy to sample
n frames for the model to learn. In our method, we find it
effective to apply the sampling in the traditional 2D CNN.
Therefore, we just adopt 2D model in this framework, such as
resnext [27], resnet [5] and artnet18 [24].

Before the ROI pooling module [15], we integrate the
frame-level feature by using average pooling scheme along
the time axis.

Motion clues. To better extract micro motion information
between two consecutive frames, we calculate optical flow
to be used as a modality of input for the deep models. We

first compute the horizontal and vertical motion maps, which
construct the two independent channels. For the third channel,
we simply apply point-wise multiplication between these two
maps.

In this paper, we extract optical flow by applying TV-L1 [29]
method which is integrated in the Opencv tools. Moreover,
we also explore different methods of optical flow, such as
Farneback [2], to add variety to the modality.

Acoustic features. Acoustic information is also discrimi-
native for some actions, such as “play musical instrument”,
“sing”. Therefore, we try to extract acoustic feature to im-
prove our video representation. Similar to CNN based audio
classification task [17], we divide the videos into frames every
1s, following which Fourier transformation and histogram
integration are adopted. Given the new frames, we apply a
VGG16 [19] model to conduct action classification based on
a pre-trained model on the Kinetics dataset.

B. Action Localization

In this section, we mainly introduce RPN module and
classification module.

RPN module. The goal of these two tasks is to localize
human centric spatio-temporal action, hence we hold the point
that the RPN module should have good performance on human
detection. In our method, we apply feature pyramid networks
(FPN) [10] to reach this goal, for its better performance. The
FPN detector is first pretrained on MSCOCO dataset [11] and
then is fine tuned on the AVA dataset [4]. By this means, we
can obtain 96.5% recall and 81.6% accuracy on the evaluation
set on an Intersection over Union(IoU) threshold of 0.5.

Action classification. As aforementioned, we design our
method in the faster RCNN [15] framework. We apply the
ROI pooling [15] strategy based on the proposal regions and
the corresponding base models. We locate the ROI pooling
layer after the last feature maps, followed by a classification
branch. For the classification network, sigmoid function is
used as in [4]. Finally, the output of the classification branch



TABLE I
RESULTS ON VALIDATION SET.

Model Input Modality Operation mAP (%)
Faster-RCNN [4] (3, 40(RGB)+40(Flow), 360, 400) RGB + Flow - 16.2

i3d resnet50 + NL

(3, 20, 224, 224) RGB - 19.33
(3, 20, 224, 224) RGB ATR 20.01
(3, 40, 224, 224) RGB 40 clips 19.37
(3, 20, 360, 400) RGB (360,400) size 19.86

(3, 20(RGB)+20(Flow), 224, 224) RGB + Flow add 21.66
P3D199 (3, 20(RGB)+20(Flow), 224, 224) RGB + Flow - 17.87

resnet152 (3, 20, 224, 224) RGB TSN 14.68
artnet18 (3, 20, 224, 224) RGB - 16.67
Vgg16 - Audio - 6.5

Ensemble(Vison Only) 25.63
Ensemble (Full) 25.75

is used as the classification probability prediction results of
the corresponding proposal boxes.

To further improve the performance, we also explore fol-
lowing several different strategies: (i) we concatenate or add
the feature maps from different networks; (ii) we simply
average the scores before or after sigmoid function; (iii) top-
k fusion scheme are adopted for the ensemble process; (iv)
we concatenate the features of RGB and Flow streams on the
fully connected layer. (v) ROI align method is also explored.

In our method, we integrate all the model to calculate the
results of our human detections. In the experiments, we find
that apply k = n//2 (n is the number of the total applied
models), and fusion before sigmoid function can lead to better
results.

C. Extract Actor-Target Relationship

In the AVA dataset [4], we observed that the annotation
boxes mainly contain the human but lose much attention on
the targets, such as “grab (a person)” and “hug (a person)”.
We speculate the performance could be further improved by
incorporating the the Actor-Target relationship (ATR).

Inspired by the successful application of the non-local [26]
network on the action recognition, we adopt the non-local
operation to extract ATR. Particularly, we conduct non-local
operation between the ROI feature and features outside the
bounding boxes. By this means, we can learn the discrimina-
tive relationship related to the actors. Experiments also show
that this structure effectively captures the motion by bridging
between people and the interactive objects through space and
time domain.

D. Training

In this section, we present some details of our method
during training stage. We train our network end-to-end with
invariant 0.001 learning rate. For each model, we train about
5 epoches. We train our model on the 8 P40 GPUs for each
experiments and the batch size is 16. When fusing different
models, we freeze the base model before ROI pooling layer.

IV. EXPERIMENT RESULTS

In this section, we respectively report our performance on
the validation and testing set in the Table I and Table II. In the

Table I, we show the results with different 2D/3D models. All
the 3D models are first pretrained on Kinetics [8], and all the
2D models are pretrained on the Imagenet. Extracting the ATR
can obtain about 0.68%, which means it is indeed helpful to
learning the relationship for action classification. Finally, our
method obtain 25.63% and 25.75% in terms of mAP on the
two tasks.

In the Table II, we finally get 21.075% and 20.99% mAP on
the testing set. We find that there is a gap of about 5% between
validation and testing set, we think the reason may be that there
are different number of videos of the two sets. Noting that, the
full track obtains inferior performance compared to computer
vision (CV) only track on the test set, which it is opposite on
the validation set. We think the reasons may include several
following factors: (i) the acoustic features have little influence
on the final results because of the just 6.5% mAP; (ii) when
we submit our results to the service, we train our CV model
on the training + validation set, while the acoustic model is
just trained on the training set; (iii) the existing gap between
the validation set and testing set weakens the contribution of
our acoustic model.

TABLE II
RESULTS ON TESTING SET.

Tasks mAP(%)
Computer Vision ONLY 21.075

Full 20.99

V. CONCLUSION

In the Activitynet-AVA Challenge 2018, we propose a
new framework for the human centric spatio-temporal action
localization. We design our method under the faster-RCNN
framework, but propose to apply a good human detector as
the RPN module. Meanwhile, we apply non-local operation
between the proposal regions and their surrounding regions to
extract actor-target relation (ATR). Moreover, we also explore
different integration strategies to extract multi vision cues.
By this means, we achieve significant improvement again the
baseline method. In the future, we will explore the correlation
between different actions and learn this correlation in the deep
models.
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